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Abstract—In this paper we analyze the delay performance of used for data communication. Secondly, it takes resources t
an opportunistic multi-channel medium access control schree determine which channel has better instantaneous conditio
and compare it to that of the corresponding single channel g\, cessive channel sensing consumes energy and time [5].

MAC scheme. In the opportunistic multi-channel MAC scheme, . -
we assume that the pair of sender/receiver is able to evaluat | S takes away time that could have been used for data

the channel quality after a certain amount of channel sensig Communication. . . .
delay and to choose the best one for data communication. We The above observation motivates us to examine whether

consider three settings: (1) an ideal scenario where no caml  there is indeed an advantage in using dynamic multi-channel

channel is needed and no sensing delay is incurred, (2) a more\jac and if so under what conditions. In other words, we are
realistic scheme where users compete for access on a control ' '

channel using random access, and (3) a scheme similar to (2t interested in understanding whether the diversity gainein-g

with a Time Division Multiplex (TDM) based access scheme on €ral can sufficiently compensate for the overhead mentioned
the control channel. Our analysis show that in terms of delay above.

performance, the random access overhead on the control chagl To achieve this goal, we perform the following sequence
almost always wipe out the channel diversity gain, which ishe of comparisons in terms of delay performance. We start by

main motivation behind an opportunistic multi-channel MAC. S . . - .
Using a TDM based access scheme on the control channel canConSIderIng an idealized opportunistic multi-channel MAC

help remove this bottleneck, but only when channel sensingaa yvhereby_ an oracle_ oversees Channel_ access and has full
be done sufficiently fast. information on the instantaneous conditions of all data- sub

channels. It automatically assigns an arriving user to the
best channel among those currently available. This allows
Recent advances in cognitive radio technologies have led® to eliminate the need for a control channel, and fully
a number of dynamic multi-channel MAC schemes (see e.gise the bandwidth for data communication: eachrotlata
[5], [10]) that allow radios to dynamically switch betweersyb-channels gets bandwidfB/m. This is compared to a
channels in search of good instantaneous channel conditigifilar, idealized single-channel MAC. As expected, urttisr
The fundamental idea is the exploitation of multi-channgkenario, the multi-channel MAC has a clear advantage over
diversity: if a radio is statically assigned a fixed chantien the single-channel MAC due to the channel diversity gain.
over time it sees thaverage condition of the channel, and \We then consider a more realistic multi-channel MAC,
obtains an average rate. In contrast, if a radio is allowgghere users must compete for access to data sub-channels
to always pick a better channel (e.g., higher instantaneqsis a control channel first, and this is done using RTS-CTS
received SNR) from a set of channels, then over time it seggsed random access. Once a user gains access it performs
a possibly much higher average rate. channel sensing before selecting a channel; it then anesunc
While intuitively appealing, in practice for such schemes tits selection on the control channel. We assume each user
work, certain control overhead becomes hard to avoid. Firglas two radios, with one dedicated to the control channel
a control channel is typically needed for purposes inclgdinso that each user is able to accurately track channel usage.
reservation (gaining the right to use one of the data chajinelrhis is therefore a much more efficient use of resources than
homing (finding an intended destination node), and commet proposed in [5]. This is compared to a common random
communication (broadcasting information like channeésel gccess based single-channel MAC. Under such a scenario,
tion, completion of transmissions, etc.). This takes away gyr main finding is that this multi-channel MAC significantly
certain amount of available bandwidth that could have begﬂder-performs the Sing|e-channe| MAC. There are two main
This work is supported by NSF grant CIF-0910765 and ARO graf€asons. One is that random access on the control ;ub-dhanne
W911NF-11-1-0532. becomes a bottleneck as the control sub-channel is typicall
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a very small portion of the overall bandwidth. The second I1l. AN IDEAL ACCESSMODEL

reason is the overhead in channel sensing. _ In an idealized scenario, an oracle has full information on
These observations led us to consider a third multi-chanfgé gata sub-channels and immediately assigns an arriving
MAC, similar to the second one but with a TDM type of accessacket to an available channel. There is also no need for-a con
scheme on the control channel. The intention is to separgig channel. Under this scenario, we consider three scheme
the effect of random access from that of sensing delay. Qg first is a single-channel MAC, the second a multi-channel

finding is that while this does remove the random access RnC that does not utilize instantaneous channel infornmatio
the control channel as a bottleneck, the sensing delay "smaiq the third an opportunistic multi-channel MAC.

an obstacle. As a result, the multi-channel MAC only shows
an advantage when channel sensing can be performed méctf single-channel MAC

faster than a regular RTS-CTS packet exchange. Under the idealized assumption, the dynamics of a single-
The remainder of the paper is organized as follows. Aftghannel MAC may be modeled as ad/M/1 + ¢ queue,
presenting the system model in Section II, we detail theethr@/here the aggregate arrival process is Poisson with\atlee
sets of comparisons in Sections Ill, IV, and V, respectivelynean service rate is:- 1« (1 will be taken as the mean service
Related work is presented in Section VI and Section VHate of a single data sub-channel in subsequent analysis), a
concludes the paper. the parameter; denotes a “virtual” queue size that models
the fact that packets arriving to a busy channel are forced
Il. SYSTEM MODEL AND PRELIMINARIES to wait. This parameter is adjustable, and can easily mauel a

We assume a set of active users within a single interfer-finite-queue and no-queue situation. Denotingrhyhe steady
ence domain. The total amount of bandwidth availabl@is State probability of having packets in such a system, and by
Under a single-channel MAC, this whole amount is treated &= 7; the utilization factor, elementary queuing analysis
a single channel for data transmission. Under a multi-cen$Y99€sts
MAC, the amountB is divided into a single control channel 14q 14q
of bandwidth B., and m equal data sub-channels each of 7, =p.-m, i=0,1,...,q,1= Zm = Zp%ro
bandwidthB; = (B — B.)/m. We will assume that these i=0 i=0
m data sub-channels are st_atistically identicgl. Furtheemo g the packet delay is given by
we assume that the dynamics of a channel is such that for
a fixed size packet its transmission time (or service time, D. — Z}igi ST
including retransmissions) is given by an i.i.d. exporanti o A
random variable. This models the fact that higher receivggd ooy — ) (
SNR leads to shorter successful transmission time. These ar
simplifications for tractability of analysis, but do notexdt the B. Multi-channel MAC, no opportunistic access

qualitative conclusions we draw from the analysis. Similarly, under this ideal scenario, we model the multi-
Each user is assumed to have two radio transceivers, onedRannel MAC as ad//M/m/m+ q queue with an aggregate

data transmission, the other dedicated to monitoring @€V arrival rate of) and service ratg per server/channel. For this
on the control channel. This is an assumption in favor of thg/stem the packet delay,, is given by

multi-channel MACs, as the second radio has no utility in a . _

single channel system. The intention is so that a user hhs ful _ ZZ Do — 1 n > e Tt @)
information on channel occupancy: which data sub-channels a e Em A

are currently being used and therefore can avoid those when

performing channel sensing and selection. We assume a J¥Bgre A = A - (1 — mn44). Note that we have reused the
always picks the best of the set of currently available ckeémnSame notationr; to denote the steady state probability in this
as a result of channel sensing. This is again a simplificati§fStem:

: 1)

1= T14q).

i=0

and an assumption in favor of the multi-channel MAC. In (mp)?
. . To—r—, 1<m
practice a user may not get to sense all available channels. m = { i ) 3)
For a single data sub-channel of bandwidsh, its maxi- To " Mm<ts=m+gq.

mum achievable rate is given Wy, = Ba-log(1+SNR). We  C. Multi-channel MAC, opportunistic access
will assume that the aggregated single channel has the SaMGnder an ideal opportunistic multi-channel MAC, an arriv-

SNR as a data sub-channel (e.g., by assuming that users keep o . . )
the bit error rate at the same level). The transmission rhteI%S packet is immediately assigned to the best sub-channel

the agareaated sinale channel is thus given b among all those currently available. A packet finding all-sub
9g9reg 9 9 y channels busy will be put in a queue. We will again model

R=B-log(l+SNR) = (B. +m - By) - log(1 + SNR) . this system as aM/M/m/m + ¢ queue. However, since a

packet is always assigned the “best” channel among all those
Thus whenB, is zero, the service rate of the single channelvailable, we can no longer model the service rate of a single
is modeled asn times that of a data sub-channel. data sub-channel as a constantindeed the characterization



of the service rate is much more complicated: a particular Analytical and simulation results shown in Fig. 1 confirm

sub-channel’s service rate is strictly speaking a functbn the above comparisons. Simulation parameters are:=

the number of available sub-channels when this sub-chanBgj = 5 (the queue length does not have significant impact

was selected. In this sense the evolution of the system, state the general results), packet length = 1024 bits, and

the number of packets in the system, is no longer Markoviathe same set is used throughout the paper. These results show
To address this difficulty, we will adopt the followingquite clearly the benefit of exploiting multi-channel disity

approximation. We will first characterize tlagerage per sub- when no other overhead is associated.

channel service rate under such an opportunistic MA@, and

then useq as the service rate in a standavfl/ M /m/m + q

system. When there adesub-channels available and the best In this section, we turn to a more practical setting, where a

one is chosen, the service rate of the chosen sub-channel émdrol sub-channel is allocated for the users to compate fo

a mean ofkyu. And access to the data sub-channels, and the competition isgtiro

an RTS-CTS based random access scheme. This setting is

IV. RANDOM ACCESS

m—1
o= (m—j) p- T . (4) close to the protocol MOAR proposed in [5], but has higher
s St channel utilization due to the two-radio assumption.
Here again we have reused the notatigiio denote the steady A. An opportunistic multi-channel MAC
state probability of having packets in this system. This prototype MAC operates in the following steps. (1)
Note thatl < m — j < m whenj = 0,1,---,m — 1. Any user having packets to send first competes on the control

Applying this to Equation (4), we have < i < my, thus the  channel for the right to access the data sub-channels,ghrou
opportunistic strategy clearly improves the service rate.  carrier sensing, random backoff followed by RTS-CTS packet
Define the utilization factor for thidZ/M/m/m+q model exchange, very much like in IEEE 802.11b. (2) After the
as p = ;i=. Combined with the steady-state distributioompletion of RTS-CTS exchange, the pair of users enters
of M/M/m/m + ¢ given in (3), we can solvei and the g3 sensing period, where they successively probe the set of

steady-state distributions simultaneously through thea$e currently available data sub-channels. Exactly how thifise

fixed point equatlons formed by (3) and (4). Defifi€/i) = s left unspecified; we simply assume that certain channel

W ZJ 0 Zm st - (m — j). We have the following results. sensing packets need to be exchanged between the pair, and
Lemma 1. F( ) is an non-decreasing function and concaveltimately they are able to select the sub-channel with tst b

function with respect tqu. current condition. (3) Upon this decision the pair sends an
Lemma 2. There is only one unique fix point solution toACK on the control channel announcing its channel selection

i= F(fi). as well as the duration of occupancy. This serves the purpose
Having obtainedz, the rest of the delay analysis is similaiof letting all other users accurately track which sub-clesin

to Section 11I-B, from which packet delay,, is derived. are current busy. From this point on the reservation on the

control channel and all available data sub-channels iasel®
D. Delay comparison by the pair and other users can resume competing for access.

First asmji > my, and D,, and D,;, are derived from (4) In the meantime, the pair returns to the sub-channel of
the same model, we havd®,, > D,,. Intuitively, for their selection and perform data transmission. Note that du
M/M/m/m + q queues, the one with faster service rattd the two-radio assumption, a user can continue to monitor
experiences less delay. Considey and D,,,. When the traffic traffic on the control channel even as it is engaged in data
is light, i.e., A is small, the delay is dominated by the servicansmission on a data sub-channel. By contrast, under MOAR
rate in which caseD, < D,,; when \ gets large, as the the control channel is not released until the pair has cotegle
stability region of the single channel case is much less than data transmission on a sub-channel.

multi-channel case, the delay of single channel grows dysick The types of delays experienced by a user under this MAC
thus it is expected thab, > D,,. are as follow. (1)D;: time between a packet arrival till the

completion of the current RTS-CTS exchange (if any)./03)
time between the start of competition and when it succdgsful

P : : : ‘ ‘ obtains the right to transmit. (33 (included in D»): time
= crameinC for RTS-CTS exchange on the control channel and channel
S - sensing. (4)D,: time for data transmission. We have ignored
T — the acknowledgment to release the control channel as it’s

Delay (1 time unit)

typically a much smaller packet.

The derivation of D, and D, is essentially the same as
in a non-opportunistic multi-channel system, and will be
W oz we o gs o5 1 iz taken from [3]. In computingDs;, we need to reserve all

Avrrival rate (1 time unit)
] ] . o available channels in order to avoid collision. This intiods
Fig. 1: Delay performance comparison for idealistic modelyyir4 waiting time. For a ready packet, we hagéD;] =




ZZ”ng E[D3sli] - m;. We assume that the sensing packets are e
of size L,, and no larger than the RTS-CTS pair, denoted as //
L.. Denote the ratio of the twai.s = Ly/L., 0 < 15 < 1.

Also denote the ratio between the average rates of the dontro

Delay (sec)
A
5

channel and a data sub-channek R./R,;. We normalize the [ —
time to transmit one pair of RTS/CTS on the control channel to SENE—
be 2 unitd. Consider nowE[Ds|i] in terms of the same time | St crmeare
unit, fori = 0,1, ..m — 2. As there are busy sub-channels, Yom or o5 oz, o g3 0% 04 o0& o5
. m—1i, Lg L m—1 Fig. 2: Delay performance comparison for random access
EDsli] = [—5—1 52/ 72 =20 r. () Y P g
C

In the above calculation the number of sensing packetsgpair

is taken to bef .=1] rather thanm — i as the two radios can Define g = 7. The following set of results compare the
potentially both be used during the sensing phase. We tHigjay of these ‘three systems quantitatively.

have E[Ds|j] = 0. Following the results in [2], the average

completion rate is given by Theorem 1 Whenr, gets large E[D,uiti] > E[Dsingle]-
Ge-2C Theorem 2 Whenr, gets large £ Dyuiti] > E[Dsingiel-
A= (6) Theorem 3 For r., close t0 0,E[Duiti] > E[Dsingie]-

14+ (147 7es - Eles])Ge 26 7

where G is the aggregated arrival (including retransmission) The numerical results are shown in Fig. 2. In the simulations
on the control channel in one time unit, ardcs] is the the control packet length is set tb. = 48 bits. We also
expected number of channel sensing performgg:s] = assume that channel sensing is performed using RTS-CTS
Z;’:OQ[WQ‘Z'MZ- (in time units). Subsequentl®, and D, are packet exchanges, i.er,; = 1. The overall channel data
given by [3] asE[D,] = E[N] - E[Z], where E[N] is the rate is 35 Mbps; the back-off parametef( is set to 37 time
expected retransmission time, whiteis the completion time units. Similar parameters are used in Section V. We see from
for one successful RTS/CTS contention. Fig. 2 as well as our analytical results that even though the
26 opportunistic strategy helps improve delay performanke, t
(e D{/¢+2)+2+ ElDs] , (7) random access on the control channel eliminates any patenti
1= Tmtq gain from channel diversity. This holds even when the chnne
where1/(¢ is the average delay due to random backoff. Thgensing overhead is significantly lowered or eliminated.
delay caused by an arrival during RTS/CTS transmission is

E[Z] =

V. TIME-DIVISION MULTIPLEXING (TDM) ACCESS

11 11
E[D] =+ + e (B[Ds] +1+ 5+ Z)e*“f[f’s]“)A

Finally, following the earlier modeE[D,] =

The observation that the random access on the control chan-
nel poses a significant bottleneck to the system performance
motivated us to consider an alternative access scheme on the
control channel. We now consider a TDM based access scheme
on the control channel while keeping other features unckdng

The delays of single and multi-channel MACs under randosgain we assume the total arrival rate on the control channel
access have been calculated in [3] to be is given by (including retransmission). Also for simplicity,
we assume all users have the same arrival rate)

+q .
E;'n:oq J T

A(L=Tmiq) *

B. Delay comparison

E[Dsingle] - %{(62G - 1)(1/<+ 24 Td) + 2+ l/mu

FUA1/C—[ra+ 14104 1/(]6*(”“”} A. TDM-based non-opportunistic multi-channel MAC

We identify two types of delays in a TDM-based multi-

26 mtq
E[Dypusi) = ﬂ{(e DA/¢+2)+2 + 2jz0 ) ™ channel system: (1P, time between the arrival of a packet
R L= Tmiq A(l=7Tm+q)  and when it gains right to transmit; (2., time for data
1 A+1/C— 1+ 1/A+1/¢e} . transmission. We normalize the time for transmitting onie pa

of control packets to 2 and in this cage= 1 (for serving

For the opportunistic multi-channel MAC we have one control packet). FoP, standard results on TDM yield

_ (e2¢ — 1)(% +2)+2+2rresEles] 1 the following delay on a single attempi"y; = . The

E[Dipus] = R_{ T + 3 expected number of transmission times on the control

g e channel is given byE[ ] =1/(1 - wm+q) Thus we have

n 20 J- n 1 (B[Dy] +1+ 1 n }]e—(E[Dg]H)A} . EID)] = E[N]- EITN] = = . Note that the
A1 = 7Tm+q) ¢ A ¢ rate of completing RTS/CTS exchange on the control channel

L is also A. Following earlier analysis we hav&[D;] =
The actual quantity is unimportant as all other quantitiél simply get ~ s~m+a ;.
scaled. #A and E[ D] = }L%—Z{E[Dl] + E[D2]}.



becomes more practical. In [2], [3], Deng et al. presented a
gueue model for analyzing random access multi-channel MAC
scheme (without diversity gain) and concluded that multi-
channel MAC scheme would not improve either delay or
throughput performance compared to single channel MAC.
In [1], [5], [9], opportunistic channel selection algoritis
were investigated with system performance evaluated exper
mentally and mathematically. There however lacked a génera
Fig. 3: Numerical results for delay performance comparisomodel for analyzing the delay performance of these stresegi

VII. CONCLUSION

B. TDM-based Opportunistic Multi-Channel MAC We analyzed the dglay performance of opportunistic multi-
channel MAC and their single-channel counterparts. Our gen

Under a TDM-based opportunistic multi-channel MAGy 5| conclusion is that while there is significant channeédi
scheme, the pair of users first performs RTS/CTS exchangg gain in using the former, the overhead is also significan
on the control channel followed by channel sensing; then thg, “ine form of a much slower access rate on the control
announce their decision on the control channel, all with@ t .2 nnel and the cost in channel sensing. Using a TDM based
same TDM time slot. They then perform data communicatiQfycess scheme on the control channel can help remove the

in the selected sub-channel while other users continue 3t bottleneck. but only when channel sensing can be done
the control channel. As before we normalize the RTS'CT§Jﬁiciently fast.

exchange on the control channel to be 2. The time till the
completion of channel sensing is th2is- 2 - r - r.sE[cs].
We define and compute delay for TDM-based opportunistiét] N.B. Chang and M. Liu. Optimal channel probing and trafssion

. _ . scheduling for opportunistic spectrum access,|HRE/ACM Transac-
multi-channel MAC the same as TDM-based multi-channel tions on Networking,vol. 17, no. 6, pages 1805-1818, December 2009.

Delay (us)
Delay (us)

005 01 o5 02 025 03 =3 04 005 o1 o5 02 0.5 03 035 04
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